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Electron transfer with azurin at Au–SAM junctions
in contact with a protic ionic melt: impact of glassy
dynamics†

Dimitri E. Khoshtariya,*abcd Tina D. Dolidze,abc Tatyana Tretyakova,ab

David H. Waldeckd and Rudi van Eldik*a

Gold electrodes were coated with alkanethiol SAM–azurin (Az, blue cupredoxin) assemblies and placed

in contact with a water-doped and buffered protic ionic melt as the electrolyte, choline dihydrogen

phosphate ([ch][dhp]). Fast-scan protein-film voltammetry was applied to explore interfacial biological

electron transfer (ET) under conditions approaching the glass-transition border. The ET rate was studied

as a function of the water amount, temperature (273–353 K), and pressure (0.1–150 MPa). Exposure of

the Az films to the semi-solid electrolyte greatly affected the protein’s conformational dynamics, hence

the ET rate, via the mechanism occurring in the extra complicated dynamically-controlled regime, is com-

pared to the earlier studies on the reference system with a conventional electrolyte (D. E. Khoshtariya

et al., Proc. Natl. Acad. Sci. U. S. A., 2010, 107, 2757–2762), allowing for the disclosure of even more

uncommon mechanistic motifs. For samples with low water content (ca. 3 or less waters per [ch][dhp]), at

moderately low temperatures (below ca. 298 K) and/or high pressure (150 MPa), the voltammetric pro-

files systematically deviated from the standard Marcus current–overvoltage pattern, deemed as attribut-

able to a breakdown of the linear response approximation through the essential steepening of the

Gibbs energy wells near the glass-forming threshold. Electrolytes with a higher water content (6 to 15

waters per [ch][dhp]) display anomalous temperature and pressure performances, suggesting that the

system crosses a broad nonergodic zone which arises from the interplay of ET-coupled large-scale con-

formational (highly cooperative) modes of the Az protein, inherently linked to the electrolyte’s (water-

doped [ch][dhp]) slowest collective relaxation(s).

Introduction

Interfacial biological electron transfer (ET) involving the
Au–SAM-deposited small redox proteins (Au, gold; SAM, self-
assembled monolayer), partly immersed in conventional liquid
phase electrolytes, has been studied extensively in the past.1–14

While ET with 1 nm or thicker SAM spacers proceeds by a
nonadiabatic mechanism, for thin SAM films4,7,10–12,14 the ET
rate seems to be determined by a dynamical control mecha-
nism, hence controlled through the conformational relaxations

occurring slowly over hundreds of nanoseconds.4,10,14 Semi-
solid conditions that normally offer a notable protein preserva-
tion, also raise some novel challenging mechanistic questions;
hence a number of efforts were applied to explore the intrinsic
links between the protein’s dynamical and functional properties
under solid-like conditions near the glass-forming threshold,
from both fundamental2,15–26 and applied27–29 perspectives.
However, systematic mechanistic studies of interfacial biologi-
cal ET in glassy media by the standard voltammetry methods
have been limited because of the poor solution conductivity of
the semi-rigid environment and/or the extra-demanding cryo-
genic requirements. Fortunately, a number of protic ionic
plastic crystals and their aqueous melts, including choline
dihydrogen phosphate ([ch][dhp]), have been reported to pos-
sess significant ionic (particularly protic) conductance and
remarkable bio-compatibility,32–37 involvement of which, along
with the enhancement of the stability and robustness of electro-
active Au–SAM–protein assemblies, allows, on the one hand, to
approach a solid-like (glassy) state under nearly ambient experi-
mental conditions and, on the other hand, to warrant settings
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for obtaining the artifact-free, hence, fully reliable voltammetry
data.

A semi-solid electrolyte may provide a more realistic mimic
of the environment in a cell or biological membrane than does
a simple aqueous electrolyte (see, e.g., ref. 30 and 31). Hence,
kinetic studies of such assemblies are highly relevant and may
improve our understanding of electron transfer in biological
organisms and structures. Furthermore, such fundamental
studies may serve to advance applications; e.g. refine nanoscale
design principles of certain bioelectronic devices.27–29 Recent
theoretical developments,38–42 bringing together key notions of
the basic ET theory43–50 and complementary issues of the
current soft matter physics,51–53 jointly with recent findings
from extensive computer simulations,16,39,41,54,55 predict that
different types of ‘‘irregularities’’ (deviations from the conven-
tional kinetic motifs) can manifest as semi-rigid conditions are
approached. Such irregularities may include:
� Nonergodic behavior (dynamically arrested ET) that is

predicted to occur when the ET rate constant is varied over a
range that is broad compared to the timescale of the system’s
relaxation modes, which contribute to the reaction rate.18,38–42

The subsequent inability to draw clear timescale separations
represents a breakdown in the underlying assumptions to the
basic and extended Marcus models.43–50 In experiments, this
behavior can be manifested in a number of ways, including
kinetic hysteresis (memory effects) and essentially curved (even
upturned) Arrhenius motifs.40–42,51–53

� Nonlinearity in the solute–solvent coupling represents
another breakdown in a basic assumption underlying the
‘‘classical’’ ET theory,43–50 and it causes deviations from the
familiar parabolic shapes of the reactant and product Gibbs
energy profiles.39–41,54,55

Both these kinds of deviations have been theoretically con-
jectured16,18,38–42,54,55 and experimentally well documented42,56–58

(however, for a few ET processes in biological and chemical
systems) under extremely viscous or semi-rigid conditions. In this
study, we approach the glass-transition threshold by a dramatic
reduction of the water content in the vicinity of a protein, and we
compare the ET kinetics in this environment with that for a
liquid-phase, aqueous electrolyte.4,7,10–12,14

This work explores interfacial biological ET in a protic
electrolyte mixture that gradually extends over the liquid and
semi-solid electrolyte conditions with a change in composition.
The Au–SAM–Az assemblies (alkanethiol SAMs with methylene
carbon numbers of 4 and 15; Az, azurin, blue cupredoxin) were
placed in contact with a buffered protic ionic melt, [ch][dhp],
containing from o2 to 15 water molecules per [ch][dhp] (con-
tent of the ionic component varied from 50 to 90% w/w), and
the ET was studied as a function of temperature (273–353 K)
and pressure (0.1–150 MPa) by fast-scan cyclic voltammetry.
The extra confinement of the Az films within the highly
rigidified environment affects the protein’s conformational
dynamics, hence the ET rate, via the mechanism occurring in
a friction-controlled regime. The standard heterogeneous rate
constants, k0 (or keff), and respective reorganization free ener-
gies, l0 (leff) were extracted from the voltammetry data through

established procedures59–62 (when applicable; see important
caveats in the discussion below). These studies are unprece-
dented and reveal a remarkable interplay of the dynamically-
controlled ET mechanism with accompanying nonergodic and
nonlinear effects for biological ET.

Results and discussion
The CV data analysis

In liquid electrolytes, Marcus theory43–45 and its basic exten-
sions46–50 are commonly used to describe electrochemical
charge transfer rates in both the weak and strong electronic
coupling limiting cases. In a general form, the reduction and
oxidation rate constants, respectively, may be written as60–62

kredðxÞ ¼ A

ð
exp �ð eF � eð Þ þ exþ l0Þ2

4l0RT

" #
½ f ðeÞ� de

RT
(1)

and

koxðxÞ ¼ A

ð
exp �ð eF � eð Þ � exþ l0Þ2

4l0RT

" #
½1� f ðeÞ� de

RT
(2)

In eqn (1) and (2), l0 is the reorganization energy, x is the
overpotential (equal to the applied potential relative to the
formal potential of the redox molecule), eF is the Fermi energy
(equal to the applied potential), f (e) is the Fermi function, R is the
gas constant, T is absolute temperature, and A is a pre-exponential
factor whose form is specific for the intrinsic ET mechanism. The
term e is an integration variable that corresponds to the energy
of the electronic levels in the electrode. In the overdamped,
dynamically-controlled (DC) regime,4,7,12,14,46–50,58,63–67 the pre-
exponential factor can be written as:

A ¼ ADC ¼ neff
ffiffiffiffiffiffiffiffiffiffiffiffi
lo

p3RT

r
(3)

where neff = 1/teff p RT/Z,‡ 4,14,46–50,58,63–69 with neff and teff

representing the effective frequency and relaxation time of the
redox environment; under some circumstances teff correlates
well with the ‘‘microscopic’’ viscosity, Z.4,14,15,46–50,58,63–67 The
standard electron-transfer rate constant, k0, is obtained from
either eqn (1) or (2). When the overpotential is zero and the ET
is controlled by exchange at the electrode Fermi level, eqn (1)
and (2) simplify to43–45,59–62

k0 ¼ Aexp
�DGa

RT

� �
(4)

where

DGa ¼
lo
4
� VAB (5)

In eqn (5), VAB is the electronic coupling between the electron
donor and acceptor states.44–50

Eqn (1) to (5) assume that the medium has a linear response
corresponding to parabolic Gibbs energy profiles for the reac-
tant and product states. The numerical solution of eqn (1) and

‡ Different models may differ by a numerical factor.
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(2) allows for the accurate simulation of cyclic voltammograms
at any value of the scan rate (v), rate constant (k0), and
reorganization Gibbs energy (l0).60–62 The latter two parameters
can then be determined through a numerical fitting procedure
(overlay of experimental and theoretical curves), or by a com-
parison to voltammetric peak positions (relative to the formal
potential) versus the scan rate.60–62 For biological ET processes
the value of l0, rather arbitrarily, can be considered as arising
from several contributions due to the reorganization of: (a) the
first coordination sphere of a metal core; (b) the rest of the
protein interior and its interfacial zone; and (c) the external
(bulk) medium.13,14,45,63–65,70 The overall l0 can also be sepa-
rated into contributions from the fast and slow reorganizable
degrees of freedom (modes) that may belong either to the three
above-mentioned specific zones (fast individual modes), or to
two or three of them simultaneously (slow collective modes).
Furthermore, the fast modes should be considered as statisti-
cally independent, non-dissipative and harmonic, while slow
modes are believed to be cooperative, dissipative and, at least
partially, unharmonic.15,16,20,21,24–26,39–41,43–45,53–55,71 In the
case of sluggish (viscous) environments, the slow modes of
the protein’s outer solution (e.g., of the water-doped [ch][dhp]
melt), of the protein’s peripheral (interfacial) zone, and even of
the protein’s metal core neighborhood may be essentially
coupled, and form hierarchical (intrinsically subordinated)
set of connections (see the following sections for further dis-
cussion).15,16,20,21,24–26,53–55,68–73 Accordingly, in the case of
composite systems like ours, the classical Marcus relation-
ship43,45 for the outer-sphere component of the reorganization
energy, lo(OS) p [Ao

�1�As
�1] (where Ao and As are optical and

static dielectric permittivity constants of the medium, respec-
tively), is hardly applicable.74,75 Anyway, the values of Ao and As,
for choline-based PILs change little for respective binary
mixtures above the [ch][dhp] mole fraction of ca. 0.3–0.476–78

(that is the range of our reported experimental work).
Fig. 1 shows some representative cyclic voltammograms for

the electron exchange under different experimental conditions.
For all the temperatures, pressures, and voltage sweep rates
that were applied, the CVs displayed well-defined Faradaic

redox peaks very similar to those reported previously with
aqueous electrolytes.10,14 However, they withstood the extremes
of temperature (80 1C), pressure (150 MPa), and respective
multiple temperature–pressure cycling much better than in
the absence of [ch][dhp].10,14 Actually, it was possible to
approach the thermal stability threshold for a homogeneously
dissolved native Az, 83 to 86 1C.79 It has also been demon-
strated before through Trp-48 fluorescence and phosphores-
cence emission studies that native Az in solutions withstood
high pressures up to 300 MPa.80 This was accompanied by a
decrease of the protein’s internal flexibility,80 later shown to be
manifested through the positive activation volume for a respec-
tive ET process.10,14 Furthermore, it has been shown that the
formal redox potential (Eo) of Az, within the pH range from 4
to 7, is practically unaffected by the immobilization at methyl-
terminated SAMs (is virtually the same within experimental
error for freely diffusing and irreversibly confined samples),9,81

a result that could be expected for hydrophobically arrested
proteins (including this particular case) provided that their
secondary and tertiary structure is not destroyed (it remains
native-like); even slight stabilization (vs. the impact of T and P)
can be expected on general grounds. Simultaneously, convin-
cing evidence of a native structure stabilization for Az and other
enzymes by [ch][dhp] in solutions has been reported.34–37 In
line with all these findings, our present results including T and
P cycling with control experiments at the end, also point to
stability preservation of the immobilized Az protein up to 80 1C
and/or 150 MPa, and to the remarkable stability increase of the
SAM–Az assemblies in the presence of [ch][dhp], obviously
thanks to the strengthening of the supramolecular hydropho-
bic interactions involved. Indeed, it seems extremely unlikely
that these two independent, apparently stabilizing factors,
acting together, could lead to a totally reversible destabilizing
effect through the T and P cycling extremes.

Furthermore, Fig. 2, panels A and B, depict typical fittings
for CV peak deviations at the experimental conditions under
which the Marcus theory approximations hold. Hence, under
some conditions (distinct [ch][dhp] concentrations, low pressure,
moderately high temperature) the system behaves normally,

Fig. 1 (A) Typical CV records for the electron exchange of Azurin at a 1-pentanethiol (n = 4) SAM coated Au electrode placed in a 90% [ch][dhp] (w/w) aqueous
buffered melt (pH 4.6), at T = 1 1C (thin curve), and T = 80 1C (bold curve); P = 0.1 MPa, potential scan rate: 0.1 V s�1. (B) CV records for the electron exchange of Az at a
like electrode in 70% [ch][dhp] solution (pH 4.6); T = 20 1C, P = 0.1 MPa; potential scan rates: 10, 20, 40, 60 and 80 V s�1 (the peak intensity increase).
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apparently ergodic (regarding the temperature and pressure
patterns, vide infra) and/or linearly responsive (that is, para-
bola-shaped regarding the free energy wells), as has been
reported earlier for an aqueous, liquid electrolyte.10,14 However,
these experiments only probe the bottom segments of the energy
wells, ca. 1.5 times the curve intercept point (E0.075 eV), vide
infra. In addition, Fig. 3, panels A and B, depict the cases where
the data fitting follows the Marcus model only within a limited
range of the given data series (see other subsections below).

The derivation of eqn (1) to (4) assumes that the solute–
solvent coupling is linear and that the system is ergodic. For the
situation of broken ergodicity, the reactive subsystem does not
completely explore its phase space; i.e., some modes are fast and
contribute fully to the reorganization energy, while other modes
are too slow (frozen) to contribute.18,38,40 As a result, the appar-
ent (effective) reorganization energy, leff, can be smaller than the
‘‘full’’ (statistically equilibrated) value, l0

18,38,40,58 (however, see
discussion below). Accordingly, while the physical parameters

retain much of their physical meaning, the experimental values
obtained for these parameters should be considered as ‘‘appar-
ent’’ (statistically relative) rather than ‘‘true’’ (statistically well-
justified) (see, e.g., ref. 18, 38–42, 51–53 and 58). Despite the
real progress in a general mechanistic understanding,16,18,38–42

currently no well-established theoretical model is available to
analyze the voltammetry in a quantitative manner under none-
rgodic and nonlinear conditions. Because we also explore
regimes where these conditions appear to hold (at least within
the overpotential and time domains of respective experiments,
see e.g., ref. 53), we can use the conventional models to describe
the data in this limit (see ref. 18 and 38–42). Although the
validity of eqn (1) to (5) is circumspect in the nonergodic regime,
their application to the data provides a useful way to identify the
conditions (composition, temperature, and pressure) under
which clear deviations from the expected behavior are mani-
fested. Thus we use eqn (1) to (5) to examine the data and
identify the limits for which their description of the data fails.

Fig. 2 Typical plots for the CV peak potential deviations (from the midpoint potential) as a function of the scaled scan rate (symbols) and their fits by the Marcus
model (solid line) for two representative cases of an adequate resemblance: (A) the case of 85% [ch][dhp] aqueous buffered solution (pH 4.6); T = 50 1C; P = 150 MPa
(before the abrupt transition; see the text), yielding the values: k0 = 145 s�1, l = 0.3 eV. (B) The case of 70% [ch][dhp] aqueous buffered solution (pH 4.6); T = 20 1C;
P = 0.1 MPa, yielding k0 = 190 s�1, l = 0.3 eV.

Fig. 3 Similar plots for two representative cases of a deficient (incomplete) fitting by the Marcus model: (A) the case of 85% [ch][dhp] aqueous buffered solution
(pH 4.6) at T = 50 1C and P = 150 MPa, before and after the abrupt glassy transition (see the text). The open symbols are the same as in Fig. 2, panel A (with parameters
already indicated there); the closed symbols depict the situation after the transition, allowing a partial fitting below the overpotential of 0.1 V (yielding: k0 = 4.5 s�1,
l = 0.3 eV). Note, above this potential, the data could not be fitted by any Marcus curve; the dotted curves are drawn to guide the eye only. (B) The case of 90%
[ch][dhp] aqueous buffered solution (pH 4.6), recorded at P = 0.1 MPa (ambient pressure); T = 80 1C (asterisks) and 20 1C (closed circles). At T = 80 1C, the Marcus model
fits yield k0 = 130 s�1 and l = 0.3 eV, while, at T = 20 1C below the overpotential of ca. 0.15 V, the Marcus fit yields k0 = 12 s�1 and l = 0.3 eV. Note, the data collected at
20 1C above ca. 0.15 V could not be fitted by any curve of the Marcus model; the dotted curves are drawn to guide the eye only (see text and ESI† for more details).
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The impact of temperature and pressure

The friction-controlled regime manifests itself, in part, by an
additional enthalpy (volume) of activation that arises from the
temperature (pressure) dependence of the parameter neff and
respective positive volume of activation that is typical of diffu-
sional and quasi-diffusional (friction-controlled) processes in soft
matter.10,14,49–51,66–68 Hence, consideration of the temperature
and pressure effects on k0, leff and neff helps to outline the entire
picture of an impact of the medium’s gradual solidification on
biological ET, and to find physical conditions at which the
anomalous motifs start to show up. This, in turn, will facilitate
developments to match theoretical investigations. Under condi-
tions where ergodicity is not broken, the dependence of ln(k0) on
T�1 provides the activation enthalpy10,14,43–45,58,66,67 via eqn (6),

@ ln k0
� �
@ð1=TÞ

� �
P

¼ �DHa

R
(6)

Similarly, the dependence of ln(k0
ET) on P provides the activation

volume10,14,58,66,67,82–84 via eqn (7),

@ ln k0
� �
@P

� �
T

¼ �DVa

RT
(7)

Over limited ranges of T and P, the values of the activation
parameters are nearly constant (see ESI† for a more full discus-
sion). Table 1 summarizes the values of these parameters which
were obtained in this work and elsewhere for Au–SAM–Az
junctions.

Fig. 4–6, panels A and B, show the temperature and pressure
dependencies of the ET rate constants that were extracted by
applying the Marcus model to the voltammograms, which were

measured for Au–SAM (n = 4)–Az junctions in contact with
different [ch][dhp] blends. Fig. 4 shows an Arrhenius plot, ln(k0)
versus 1/T, for the aqueous electrolyte (no [ch][dhp] added)10,14

and the cases of [ch][dhp]–water mixtures of 80, 85 and 90%,
w/w (with ca. 3.7, 2.6 and 1.7 waters per [ch][dhp]); see Table 1
for more numerical details. Fig. 6 panel A, shows the tempera-
ture dependence of the rate constant for mixtures of 50% and
70% (15 and 6.3 waters per [ch][dhp]), which display anomalous
behavior, and Fig. 6 panel B, shows the pressure dependence
of the rate constant for the matching solution compositions.

Table 1 Kinetic and activation parameters of ET (electron exchange) for Az hydrophobically immobilized on 1-pentanethiol (n = 4) and 1-hexadecanethiol (n = 15)
coated Au electrode at pH 4.6 in the absence10 and presence of [ch][dhp] at concentrations up to 90% (w/w), acetate buffer, pH 4.6; see ESI for the description of the
W–IP estimates. The estimates depicted in the 5th column are based on the data published in ref. 36 (see the ESI)

SAM (n), %
[ch][dhp] (w/w)

Water/[ch][dhp]
ratio (M/M)c

k0, s�1

(20 1C, 0.1 MPa) l0(leff)/eV Z/cP teff/s DHa/kJ mol�1 DVa/cm3 mol�1

n = 4
0% [ch][dhp]a

—
55.6/0

1000 � 100 0.3 � 0.03 E1 3.2 � 10�5 15.4 � 2 +1.7 � 0.3

n = 4
70% [ch][dhp]b

6.25 � 1.25
16.7/2.8

270
(mean value)

B0.3
(mean value)

E30
(ref. 36)

1.2 � 10�4

(mean)
Non-measurable Non-

measurable

n = 4
80% [ch][dhp]

3.70 � 0.70
11.1/3.2

110 � 20 0.3 � 0.03 E440
(ref. 36)

3.0 � 10�4 10.5 � 2 B0

n = 4
85% [ch][dhp]

2.55 � 0.50
8.3/3.4

31 � 5 0.3 � 0.03 B4000
(estimated)

1.0 � 10�3 25.4 � 3 B0 (Anomaly
at 150 MPa)

n = 4
90% [ch][dhp]

1.65 � 0.35
5.6/3.6

8 � 2 0.3 � 0.03 B74 000
(estimated)

4.0 � 10�3 40.2 � 5 —

n = 15
0% [ch][dhp]a

—
55.6/0

1.34 � 0.15 0.3 � 0.03 E1 Non-applicable 7.6 � 1 �5.1 � 0.6

n = 15
70% [ch][dhp]

6.25 � 1.25
16.7/2.8

0.85 � 0.15 0.5 � 0.10 E30
(ref. 36)

Non-applicable 13.2 � 2 �12.2 � 1.6

a Data for the 0% [ch][dhp] case were taken from ref. 10. b Data for the 50% [ch][dhp] are not depicted since virtually are indistinguishable from
those for the 70% [ch][dhp] case (see text and ESI for details). c Errors for the water/[ch][dhp] mole ratio were calculated using the known minimal
and maximal density values for pure protic ionic matter (see ESI for details).

Fig. 4 Arrhenius plots for ET rate constants of Az immobilized at SAM (n = 4)
coated Au electrodes, placed in a water-doped and buffered (pH 4.6) protic ionic
melt containing 0 (ref. 10), 80 (blue), 85 and 90% w/w [ch][dhp] (from top to
bottom). The data for 50 and 70% mixtures fall with the ‘‘Nonergodic Zone’’ and
display ‘‘anomalous’’ Arrhenius plots, see text and Fig. 6, panel A.
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Unlike the case of an aqueous electrolyte10,14 and despite the
overall increased stability of the assemblies with regard to the
temperature and pressure variation (vide supra), the rate constant
data in Fig. 6, panels A and B, show a very peculiar behavior.
In particular, the rate constants display hysteresis with T or P
cycling, and even the slopes of the plots for ln(k0) [in fact, for
ln(keff), see below] vs. T�1 or P vary. This behavior was observed
for multiple different samples and scans (see ESI† for further
details). The linearity, reversibility, and reproducibility were
restored for the case of a 3.7 water–[ch][dhp] blend, see Fig. 4
and 5; however, a 2.5 water–[ch][dhp] blend exhibited another

type of irregularity upon a pressure increase to 150 MPa (with a
whole series performed at 323 K). After the standard 30 min of
annealing at 150 MPa to allow system equilibration and then
performing the first set of voltammetry measurements, it was
found that a further 15 min of annealing at 150 MPa led to
voltammograms with a much larger peak separation, which
correlated to a sudden 38-fold drop in the rate constant (vide
infra). Upon the subsequent lowering of pressure, the voltam-
mograms gradually returned to a smaller peak separation and
the high rate constant value (as found at the very beginning of a
pressure cycle), Fig. 5. The data are suggestive of a pressure-
triggered reversible conformational transformation within the
assemblies. Seemingly, the system is maintained in a meta-
stable state as the pressure increases from 0.1 MPa to 150 MPa,
and the transition occurs abruptly during the course of anneal-
ing (see text below and ESI† for further details).

Interplay of friction-controlled and nonergodic kinetic motifs

In earlier work on Au–SAM–Az aqueous electrolyte junctions,
we showed that the electron transfer mechanism falls within
the dynamically-controlled regime for thin SAMs.10,14 In the
present work, we examine these same junctions [pentanethiol
(n = 4) SAMs] and vary the parameter neff(1/teff) through the
change of solution composition, temperature, and pressure.
Importantly, the dynamical arrest (nonergodicity) and accom-
panying kinetic effects should be even more pronounced for
short-range (dynamically-controlled) ET in glass-forming
media, for which the broad spectrum of slowly relaxing degrees
of freedom directly determine the rate constant through the
pre-exponential term of the rate equation, eqn (3) (in contrast to
long-range ET that is perceptive to the reactive mode freezing–
unfreezing solely through the parameter leff

18,38–42,58).

Fig. 5 The pressure dependencies for ET rate constants of Az immobilized at
SAM (n = 4) coated coated Au electrodes, placed in a water-doped and buffered
(pH 4.6) protic ionic melt containing 80% (top) and 85% (below) [ch][dhp] w/w
(all data were collected at 50 1C). The dashed and dashed/dotted arrows show
the respective pressure cycling (note a drastic change of the ET constant for the
85% blend at 150 MPa after ca. 15 min of additional annealing).

Fig. 6 (A) Arrhenius plots for ET rate constants of Az immobilized at SAM (n = 4) coated Au electrodes placed in a water-doped and buffered (pH 4.6) protic ionic melt
containing 50% (dashed curves) and 70% (solid curves) ([ch][dhp]) w/w. Open and filled symbols indicate cycles with a temperature increase and decrease,
respectively. A linear Arrhenius plot below represents a system with 80% [ch][dhp] depicted for the comparison. (B) The pressure dependencies for the same assembly
placed in a water-doped and buffered (pH 4.6) protic ionic melt containing 70% ([ch][dhp]) w/w; the data were collected at 50 1C (dashed curves) and 40 1C (solid
curves), respectively. Open and filled symbols indicate cycles with the pressure increase and decrease, respectively. The linear pressure dependence for a reference
system with no [ch][dhp] added (recorded at 2 1C, ref. 10) is also depicted for comparison (no reverse cycle was possible in that case).
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Surprisingly, the value of leff, which is extracted by applying
the Marcus model to the CV data covering overvoltages of
‘‘normal’’ behavior, remains virtually constant for the cases of
0, 50, 70, 80, 85 and 90% blends (excluding the anomalous
deviations at sufficiently high overvoltages in the two latter
cases, under 150 MPa and below room temperature condi-
tions). This feature seems to contradict the predictions regard-
ing the lowering of leff due to the nonergodic aspect.18,38,41,42

However, one should bear in mind that the resulting (effective)
Gibbs energy wells that shape leff are almost equally contrib-
uted by the fast, statistically independent harmonic modes, and
by slow, cooperatively relaxing, (dissipative) modes, latter being
liable to inharmonic alterations. Seemingly, under moderate
experimental conditions (ample water content, room tempera-
ture, ambient pressure, low energy gaps), both of them tend to
display linear or, at least, quasi-linear medium response pat-
terns.16,39–41,54,55 Obviously, a range for the variation of k0

versus the variable water content, T and P in this work was
too small to ‘freeze out’ the fast modes (which, presumably,
predominantly determine the value of leff at low overpoten-
tials). This explanation is consistent with previous work58 that
examined Au–SAM (n)–IL–Fc assemblies (Fc, ferrocene; n = 2
to 18), where a 50% decrease in leff was found. In that case k0

was varied by 105-fold through the variation of VAB in the
nonadiabatic limit, as compared to the current case of only a
100-fold change in k0, Table 1. Furthermore, the system’s
slowest cooperatively relaxing degrees of freedom which
directly determine the value of the rate constant through the
parameter neff (eqn (3) and (4)), in a dynamically-controlled
regime,10,14 initially contributing to leff mostly harmonically
(note the dual contribution of slow modes to k0 – via neff and
leff!) tend to behave increasingly nonlinearly when approaching
harsh glassy conditions. Indeed, nonlinearity of the medium
response (departure of Gibbs energy wells from the harmonic
shape) should start to show up notably at larger fluctuational
deviations from respective equilibrium positions, required at
larger overvoltages (see the next subsection for further details).

Another surprising feature of the Au–SAM (n = 4)–Az junc-
tions is the remarkably low values of the effective frequency,
neff; i.e., a large value for the effective relaxation time, teff, which
is found to be 32 ms for the case of the aqueous electrolyte and
as long as 4 ms for the 90% [ch][dhp] (at 20 1C, 0.1 MPa, see
Table 1). It is noteworthy that the ‘‘starting’’ value of teff for Az
is ca. two orders of magnitude larger than that deduced for the
surface-confined cytochrome c (CytC).4,8,14 This fact is likely to
reflect the difference in the details of their confinement to the
SAM film;4,8,14 indeed, as demonstrated for CytC, the SAM
confinement contributes to the effective relaxation time.14,65

One may suppose that for the Au–SAM–Az junctions in contact
with the 15 and 6.3 W–IP blends, the relaxation spectrum
contributing to neff (determining k0 through eqn (1) and (5)),
is mostly related to protein–PIM–water modes that are of the
moderately cooperative b-relaxation (Johary–Goldstein) type
(see also the next subsection).20,24–26 This spectrum would be
sensitive to the melt composition and presumably shifts to a
slower timescale window with a decrease of the water content,

leading to a decrease of the ET rate constant through the para-
meter neff. With a decrease of the water content in the bulk
solution (melt) and at the protein/solution interface, the coopera-
tivity of the contributing (‘‘unfrozen’’) slowest relaxation modes
should increase (a manifold of b-relaxations gradually or with
small steps would merge into a few a-relaxations, see ref. 20 and
24–26), leading to the increase of teff (decrease in neff). As a result,
the system may leave the nonergodic zone in which the teff crosses
the respective instrumental time domain (see Fig. 4).

Interplay of friction-controlled and nonlinear (glassy) kinetic
motifs

Consider the results for the impact of pressure on k0 for the
case of a 2.6 water–[ch][dhp] blend (50 1C). An analysis of the
scan rate dependence for the respective redox peak shift shows
significant deviations from the Marcus model. Fig. 2 (panel A)
and 3 (panel A), and 7 show that the conventional Marcus
model can describe the peak shift for the system before the
pressure-induced abrupt transition (seemingly, to the glass-like
state, vide supra), but after the transition, at higher scan rates
(that is, high overvoltages), deviates from it very strongly.
Similarly the data collected around and below room tempera-
ture for the 1.7 water–[ch][dhp] blend (see Fig. 3, panel B, and 7)
show significant deviations from the Marcus model at high
scan rates (high overvoltages). Before the sudden P-induced,
and gradual T-induced anomalous transitions for the 2.6 and
1.7 water–[ch][dhp] blends, respectively, the experimental data
can be fitted by a single Marcus-type curve (based on eqn (1)
and (2)) with leff = 0.3 eV; whereas after the transition, only the
initial portion of the experimental points fall on the same curve
and the rest of the data cannot be fitted by any reasonable
Marcus-type curve (see Fig. 3, panels A and B). This clear failure

Fig. 7 A muster plot for the CV peak potential deviations (from the midpoint
potential) as a function of the scaled scan rate (all symbols), for data reported in
ref. 10, and this work (collected throughout 273–353 K and 0.1�150 MPa),
including the ‘‘anomalous’’ records presented in Fig. 3; throughout, the anodic
peak is shown only for clarity. Most data can be satisfactorily fitted by the Marcus
model through a single curve resembling l = 0.3 eV. Deviations from the
‘‘universal’’ curve are evident for the data of Fig. 3A (black squares) and B
(gray squares) at overvoltages above ca. 0.05 and 0.15 V, respectively. The dashed
curves are drawn to guide the eye only.
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of the Marcus model implies that, as already mentioned above,
parabolic energy wells (a result of linear response) may not
apply. The fact that these data deviate so strongly from the
conventional picture indicates that this anomaly, the 38-fold
sudden drop of the k0 value (Fig. 3, panel A, and 7) and the
gradual 44-fold T-induced transformation (Fig. 3, panel B,
and 7), are caused by another kind of breakdown [of type (b)]
that is distinct from the nonergodicity signature [of type (a)
above]. Why would the T-related irregularity (b) occur gradually,
presumably without involvement of metastable states, whereas
the P-related one [again the (b) type] is abrupt? This difference
may result from the different standard equilibration times that
are used for the temperature scans, as compared to the pres-
sure variation scans.

In addition to the pentanethiol assemblies, this study
employed an Au–SAM–Az junction that is composed of a
hexadecanethiol (n = 15) SAM, which falls within the non-
adiabatic regime,10,14 as a reference system (see Table 1 and
ESI†). Fig. 7 shows the simultaneous fitting of the experimental
voltammogram’s oxidation peak potential deviations as a func-
tion of the scaled scan rate (all symbols), reported in Fig. 2 of
ref. 10, and in this work, Fig. 2 (panels A and B), and 3 (panels A
and B; the anodic peaks are only shown throughout for the
presentation quality). The data with comparable scaled over-
voltages (from 0.2 to 0.4 V) are taken from the previous10 and
present (open red squares) work for Az immobilized on a
n-hexadecanethiol (n = 15) SAM with no [ch][dhp] added and
altogether fitted by the Marcus model (red solid line), yielding a
single value of l = 0.3 eV throughout. Deviations from the
‘‘universal’’ curve are evident for the data of Fig. 3, panel A
(black squares) and 3, panel B (gray squares) at overvoltages
above ca. 0.1 and 0.15 V, respectively, connected by the dotted
and dashed curves, respectively (drawn to guide the eye).
Interestingly, results obtained from thicker SAMs for the
case of a 6.3 water–[ch][dhp] (experimentally allowing for
similar overvoltages) do not exhibit any anomalies in the
temperature and pressure dependence, nor any deviation from
the quadratic (Marcus) free energy model. However, in line of
our interpretations given above, these dissimilarities can be
attributed to the exclusion of the type (b) irregularity due to
the lack of glass-forming conditions (the PIM concentration of
only 70% w/w versus 85 and 90% w/w) in case of the Au–SAM
(n = 15)–Az assembly compared to the Au–SAM (n = 4)–Az one.

According to Mallamance et al.,22,23 glassy dynamics starts
to show up at the ‘‘dynamic crossover temperature’’, much
higher above the ‘‘calorimetric glass transition temperature’’
(see, e.g. ref. 17, 20 and 21), at which the system’s viscosity
approaches B103 poise. Jansson et al.25,26 found for myoglobin-
based glassy systems that starting from ca. 180 K (the glass
transition temperature), up to 250–300 K,25,26 a few of the
slowest relaxation times for several triple protein–water–plasti-
cizer mixtures exhibit nearly linear Arrhenius dependencies,
yielding values of DH(R)

a which are comparable to that found in
this work for a friction-controlled ET in the 90% [ch][dhp] blend
within the temperature range of 273–353 (DHa = 40.2 kJ mol�1;
Table 1). In the abovementioned studies the relaxation was

probed with broadband dielectric spectroscopy and the glass
transition was revealed through differential scanning calorime-
try.25,26 Quite in parallel, Capaccioli et al.24 reported that the
values for t(R)

eff and DH(R)
a (implying the slowest relaxation

process itself) approach the critical limits that are common
for many glass-forming materials (including the triple protein–
water–plasticizer mixtures) well above the temperature for an
onset of the calorimetrically detectable glass transition.24

Obviously, the pre-conditioned extra confinement at the SAM
interface, with the SAM to some extent representing the semi-
solid environment, should additionally facilitate the glassy
behavior for Az. Accordingly, one could conclude that the visco-
sity limit for entering the glassy dynamics zone (103 poise22,23)
was more than enough met at most extreme conditions used in
this study (the most concentrated [ch][dhp], highest P, moder-
ately low T), hence these systems definitely were approaching the
glassy state, which is unprecedented for a surface-confined and
fully functionalized redox protein. Presumably, this fact brings
about the anomaly of nonlinear medium response. Finally, Fig. 8
depicts the situation in which a steepening of the free energy
well’s wings may cause a severe deviation from the free energy
relationship predicted by the Marcus model.54,55,69 This Figure
sketches the situation that can be used to understand the data in
Fig. 3, panels A and B, and 7. The manifold of potential surfaces
matching the electron’s virtually inoperative states in the elec-
trode (below the Fermi level; see e.g., ref. 85) is not shown for
clarity.

The above discussed mechanistic motifs that presumably
show up as observed dramatic kinetic manifestations are

Fig. 8 Schematic presentation of free energy (FE) profiles for the electron
exchange between Az and a Au electrode at Au–SAM–Az–PIM junctions for
the case of zero overpotential and �0.2 V overpotential. This drawing illustrates
the impact of a hypothetical increase of the FE curvature (from harmonic to
higher at larger deviations from the equilibrium) at high [ch][dhp] concentrations
combined with the application of high pressure and/or low temperature. The
small open circles indicate transition points at zero and �0.2 V overpotentials
when the FE terms are still harmonic. The filled circle indicates a transition point
at �0.2 V overpotential provided that the final FE term is not harmonic any more
(taken as quartic here; see text for the detailed discussion). The manifold of FE
surfaces matching the electron’s virtually inoperative states in the electrode
(below the Fermi level)85 is not shown for clarity of presentation.
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essentially distinct from those which might be potentially
connected to the hypothetical deviations from the pattern set
by the conventional Franck–Condon approximation.86–88 These
kinds of motifs have been considered theoretically and shown
that they could be actual for both the nonadiabatic (long-range,
electronically controlled)86,88 and adiabatic (short-range, dyna-
mically controlled)87 ET processes. It seems that so called ‘‘non-
Condon’’ motifs may show up for ET processes with either very
small86,88 or exceedingly large87 values of VAB, respectively. For
the latter case, application of the ‘‘improved Condon approxi-
mation’’ indicated a larger well splitting, hence greater defor-
mation of diabatic (‘‘channel’’) Gibbs energy terms, compared
to the case predicted by the ‘‘rough Condon approximation’’.87

The expected effect is certainly different from the nonlinear
response motif related to the energy well steepening discussed
above. Moreover, the processes of our foremost interest (ET
within Au–SAM (n = 4)–Az junctions), encompass the rather
modest value of VAB (see, e.g., ref. 14, 58 and 89; however, assuring
the occurrence of the dynamically controlled regime10,14), hence do
not fall within the range of values providing considerable Franck–
Condonian consequences.

Experimental
Materials

Highly purified P. aeruginosa azurin was purchased from Sigma
and was used without further purification. The starting mate-
rial for the buffer doped [ch][dhp] was purchased from Ionic
Liquids Technologies (Iolitech, GmbH) and was used as
received. Alkanethiols, highest purity commercially available,
[1-pentanethiol (Acros), and 1-hexadecanethiol (Aldrich)] were
used as received. The buffer components, ultrapure 5 M ammo-
nium acetate and HClO4 (70%) were from Fluka. The Az films
were prepared according to published procedures. All the PIM
blends were adjusted to have pH 4.6 (see ref. 10 and ESI† for
details).

Instrumentation and data processing

The Az film voltammetry was carried out with an Autolab
Electrochemical Analyzer PGSTAT 30. The pressure vessel and
electrochemical cell have been described elsewhere (for some
distinctive details see the ESI†).10,56,57,66,67 GPES software was
used for the primary data analysis and the ‘‘post-measurement’’
Ohmic potential drop corrections for the experimental CV
response (see ref. 10, 56 and 66 and ESI† for the procedural
details). The conductivity of all aqueous [ch][dhp] blends (work
solutions) was checked by standard instrumentation (see ESI†).
It was found that conductivity of all solutions was high enough
that the iR drop correction had no significant impact on the
voltammetric data (see ESI†). Nevertheless, the post-measure-
ment software-aided corrections were made (see ref. 10 and
ESI†), hence the results reported in this paper are essentially
free of Ohmic potential drop errors.

According to ref. 90–92, the features of CV curves, other than
the Faradaic peak positions, such as the peak half-height
widths (FWHM), may carry useful information regarding fine

mechanistic details for redox-active species functionalized at
derivatized electrodes. We have performed preliminary analysis
of our CV data regarding this aspect, and found that under the
‘‘standard’’ experimental conditions10 (in the absence of the
[ch][dhp] component) the values for FWHMs were very close to
respective theoretical ones (with an accuracy of 1 to 2%, also
including the temperature aspect). The presence of [ch][dhp] at
the highest concentration of 95% w/w, led to the increase of
FWHMs such to exceed ‘‘ideal’’ values by 10–20%. However,
FWHMs were not affected by the P- and T-induced transitions
to ‘‘anomalous’’ large peak-separations, presumably due to the
non-Marcussian (nonlinear) medium response discussed
above. The rather modest peak-broadening effect observed in
this work is comparable to one (however, being three times
less) found by Armstrong et al.91,92 for a single-electron
exchange with a ‘‘7Fe’’ ferrodoxin at the pyrolytic graphite edge
electrode at cryogenic temperatures, ascribed to a factor of
‘‘inhomogeneous freezing’’ of the medium for a surface-
confined Az population around �70 1C. We believe that some
effects of ‘‘inhomogeneous freezing’’ of Az may take place in
our case as well, however this effect, if it really exists, should be
independent of (and minor as compared to) the two firmly
pronounced kinds of kinetic anomalies discussed above; and
hence cannot affect our major conclusions.

It should be mentioned that the knowledge of ‘‘true’’ values
of Eo for immobilized redox species (in this particular case, Az),
is not required for the extraction of kinetic parameters through
the CV data analysis within the framework of a Marcus model
(just keeping Eo(eff) stable during the sweep rate variation
suffices).60–62 For the determination of Eo, in our case, severe
methodological restrictions of two kinds, connected with a lack
of the applicability of ‘‘non-isothermal’’81 and corresponding
‘‘non-isobaric’’ conditions for our home-made high-pressure
cell and subsequent proper calibration of a quasi-reference
electrode,93,94 would emerge (see ESI†). An impact of the
[ch][dhp]-rich medium for Az and other redox proteins on their
Eo will be considered thoroughly in a separate study.

Conclusions

In summary, sandwich-like assemblies composed of gold-
deposited alkanethiol SAMs and irreversibly adsorbed films of
a redox-active protein azurin were placed in contact with semi-
solid electrolytes, buffered protic ionic melts of variable doping
water content. The fast-scan voltammetry studies of biological
ET within the semi-solid environment (presumably, approach-
ing the glassy state; made available in this work just below
room-temperature or under high-pressure conditions) revealed
the need to consider two novel distinctive kinetic motifs that
manifest as ‘‘irregularities’’ when the electron transfer is trea-
ted in the framework of a ‘‘traditional’’ Marcus-like formalism.
From an experimental standpoint, the two anomalies are quite
distinct, and hence are interpreted as arising from nonergodic
and nonlinear kinetic effects that have been predicted notionally
for complex environments. These effects are taken to be different
manifestations of a primary breakdown in the time-separation
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and quasi-static views of medium effects on electron transfer,
respectively. Consequently, this work seems be a first systematic
effort in which three modern physical concepts, encompassing:
(a) dynamically controlled (adiabatic) interfacial ET; (b) the
medium’s nonergodic response (dynamically arrested ET); and
(c) the medium’s nonlinear response (nonparabolic free energy
terms for ET), were invoked to experimentally uncover and
elucidate the novel mechanistic peculiarities for a special case
of biological ET within the mimetic (biologically relevant)
complex environments. It should also be mentioned here that
since almost the whole experimental outcome of this work
turned out to be unprecedentedly peculiar, its adequate, at least
tentative, interpretation necessitated involvement of a compre-
hensive blend of up-to-date theoretical models/concepts which
applicability, per se, however was shown here to be somewhat
restricted, suggestive of the further systematic theoretical
elaboration. Therefore, the specific conclusions drawn above,
certainly have rather speculative character, and are to be sub-
jected to severe verification by complementary experimental
methods in the future.
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